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Abstract

We compare a random effects model and a variant of the Birge ratio method [1], [2] for adjusting inconsistent data. This task is relevant in metrology, for instance, in the agreement on values for fundamental constants. Although random effects models represent a standard tool in statistics (e.g. [3]) and their application in metrology has been advocated (e.g. [4], [5] [6]) they do not seem to be very popular among metrologists so far, in contrast to the Birge ratio method.

For the random effects model we assume that the given data is distributed as \( x|b \sim N(\mu_1 + b, V) \) with \( b \sim N(0, \sigma_b^2 I) \). The symmetric positive definite uncertainty matrix \( V \) is assumed to be known. The goal is to infer \( \mu \) given the observations \( x_1, \ldots, x_n \), and we employ a Bayesian approach. In contrast to typical applications of random effects models no replicated within group measurements are available, and also the given matrix \( V \) might be seen as specific to metrology. We derive the Berger & Bernardo reference prior [7] in the marginal model \( x \sim N(\mu_1, V + \sigma_b^2 I) \) for the group ordering \( \{\mu, \sigma_b\} \). The Birge ratio method assumes the model \( x \sim N(\mu_1, c^2 V) \) with unknowns \( \{\mu, c\} \). Also for this model we derive the Berger & Bernardo reference prior and give the resulting posterior for \( \mu \) in analytical form. We note that our variant of the Birge ratio method produces more conservative uncertainties than the conventional Birge ratio method, in particular for small \( n \). We argue that this is an improvement, cf. also [6].

We then compare the two methods and explore their robustness by analyzing simulated data. The simulations are based on data drawn from each of the two statistical models so that each method is once applied when its assumptions are met, and once when this is not the case. In addition we also study the robustness of the methods when the normality assumptions are violated. Finally, we discuss results obtained for the example of the adjustment of the Planck constant from current measurements.
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